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Abstract 

 This study aims to compare the performance of three deep learning models (LSTM, 

BiLSTM, and GRU) in the task of sentiment classification for the 2024 Indonesian 

Presidential Candidate dataset, focusing specifically on the case of Prabowo Subianto. 

The dataset comprises social media X posts sourced from kaggle, and the analysis 

investigates the effectiveness of different variants of recurrent neural network 

architectures in identifying public sentiment. The models were evaluated on accuracy 

and F1 score. The results demonstrate that BiLSTM outperformed both LSTM and GRU 

models in all metrics, achieving a testing accuracy of 80.70% and an F1 score of 86.86%, 

compared to LSTM and GRU which both achieved a testing accuracy of 72.56% and an 

F1 score of approximately 84%. The higher performance of BiLSTM is attributed to its 

ability to capture bidirectional context within the text, thereby understanding complex 

sentiment patterns more effectively. LSTM and GRU models displayed similar 

performance, therefore BiLSTM is the best model for this dataset. These results indicate 

that BiLSTM is especially well-suited for analyzing public sentiment towards political 

figures like Prabowo Subianto, offering significant insights into public discussions 

surrounding the 2024 Indonesian Presidential Election. This study recommends 

exploring transformer-based models like BERT or GPT variants to enhance sentiment 

classification accuracy in this domain. 
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1. Introduction 

The widespread use of social media has transformed it into a popular platform for 

discussing political issues. Platforms like Twitter (now rebranded as X) are commonly 

used by the public to express their views and opinions about political events and 

candidates. The growing influence of these platforms, especially during electoral 

periods, has made them valuable sources of data for understanding public sentiment 

towards political figures (Tumasjan et al., 2010). 

Social media plays a crucial role in generating political awareness and fostering 

public discussion, enabling individuals to express their opinions and actively 

participate in political processes. It serves as an effective communication platform, 

allowing stakeholders to better understand and respond to public engagement during 

elections (Adams et al., 2024) . By leveraging this platform, sentiment analysis can be 

applied to social media data to quantitatively assess public sentiment, providing 

deeper insights into the reception of political messages and the evolving dynamics of 

voter sentiment over time. In the context of the 2024 Indonesian Presidential Election, 

social media has emerged as a critical space for public discourse, making it essential 

to analyze the sentiment expressed about key candidates like Prabowo Subianto to 

better understand public opinion trends. 

Sentiment analysis has become an essential instrument across various domains, 

particularly for political analysis, forecasting events, and policy-making (Islam et al., 

2024). Its applications extend to fields such as e-commerce, healthcare, education, 

and social media, with deep learning approaches proving more effective than 

traditional machine learning and lexicon-based methods (Firdaus et al., 2024). 

Additionally, sentiment analysis has made significant contributions to understanding 

global events, such as the COVID-19 pandemic (Abiola et al., 2023), and identifying 

offensive content on social platforms (Bonetti et al., 2023), as well as analyzing 

reviews involving imbalanced datasets (Suhaeni & Yong, 2023, 2024). 

The rapid advancement of sentiment analysis is reflected in a substantial volume 

of literature examining its development and applications (Hartmann et al., 2023). 

Reviews have provided comprehensive insights into sentiment analysis trends  

(Bordoloi & Biswas, 2023; Sahoo et al., 2023; Tan et al., 2023), and some studies 

specifically focus on sentiment analysis using Twitter data (Singh & Kumar, 2023). In 

the political domain, (Ansari et al., 2020) utilized Long Short-Term Memory (LSTM) 

and Random Forest models to investigate political sentiments on Twitter, showing 

favorable outcomes for both. Hananto et al. (2023) analyzed trends in presidential 

candidates using sentiment analysis by comparing three traditional machine learning 

algorithms, Support Vector Machine (SVM), K-Nearest Neighbor (K-NN), and Naïve 

Bayes (NB), highlighting their comparative effectiveness for the Indonesian 

presidential elections. More recently, Ma’aly et al., 2024 analyzed comments on 

YouTube videos related to the 2024 Indonesian presidential debates by employing 

Convolutional Neural Network (CNN), Bidirectional Long Short-Term Memory 

(BiLSTM), and a hybrid CNN-BiLSTM architecture, concluding that the BiLSTM model 

yielded the highest accuracy. 

LSTM is a variant of Recurrent Neural Networks (RNN) designed to store 
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information over extended periods, thereby enhancing classification performance by 

capturing long-range dependencies in the data. LSTMs employ advanced memory 

mechanisms that can read, write, and forget information, effectively addressing the 

vanishing gradient problem often found in traditional RNNs (Ragheb et al., 2019) . 

BiLSTM (Bidirectional LSTM) extends LSTM capabilities by processing input data in 

both forward and backward directions, allowing for a more comprehensive 

understanding of context, which makes it especially effective in sentiment analysis 

tasks where context plays a critical role (Ragheb et al., 2019; Schuster & Paliwal, 

1997). On the other hand, Gated Recurrent Unit (GRU) is a simplified version of 

LSTM, with fewer parameters, resulting in faster training times while maintaining the 

ability to learn long-term dependencies (Cho et al., 2014; Han et al., 2021). GRUs 

employ two main gating mechanisms (reset and update gates) to determine how much 

of the past information should be retained or discarded, helping maintain efficient 

training (Han et al., 2021). These characteristics make LSTM, BiLSTM, and GRU well-

suited for handling sequence data, although each model offers distinct advantages 

depending on the specific requirements of the analysis. 

Given the strengths and unique features of these deep learning models, selecting 

the most effective approach for a specific social media dataset becomes crucial. 

Therefore, the primary objective of this study is to compare the performance of three 

deep learning models (LSTM, BiLSTM, and GRU) in the sentiment classification task 

for the 2024 Indonesian Presidential Candidate dataset. Specifically, the study aims 

to evaluate how well each model performs in identifying public sentiment regarding 

Prabowo Subianto by focusing on key performance metrics such as accuracy and F1 

score. This research intends to provide insights into the most suitable model for 

sentiment analysis in the political domain, particularly for understanding public 

discourse surrounding electoral candidates based on this specific dataset. 

 
2. Metodology 
2.1 Data 

The dataset used in this study was sourced from Kaggle, titled "Indonesia Presidential 

Candidate's Dataset, 2024" (Dumlao, 2024). This analysis specifically focuses on 

tweets related to Prabowo Subianto, collected between December 2022 and April 

2023, before the 2024 Indonesian presidential election. The data, which originated 

from Twitter (now rebranded as X), was obtained using Python and the Twitter API. 

The original dataset consisted of 9,913 tweets discussing issues related to 

Prabowo Subianto. After first step of preprocessing, which included removing missing 

values and duplicate entries, the dataset was refined to 6,757 tweets. This cleaned 

dataset was used for the sentiment analysis in this study. 

Initially, the tweets were in Indonesian. However, the dataset owner translated 

them into English and labeled them with sentiment categories: Positive or Negative. 

Thus, the dataset used in this study is the English-translated version, complete with 

sentiment labels, and ready for further analysis. 
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2.2 The Data Analysis  

The data analysis process involved several stages to prepare, train, and evaluate the 

models used for sentiment classification. Below, each step is described in detail: 

1) Data Preprocessing 

The first step in data analysis was preprocessing to ensure that the dataset was clean 

and consistent for modeling. The preprocessing involved: 

o Removing Missing Values and Duplicate Data: Initially, the dataset was cleaned 

by removing missing values and duplicate entries, reducing the dataset to 6,757 

tweets. 

o Lowercasing: All text was converted to lowercase to maintain case consistency, 

ensuring that words like "Indonesia" and "indonesia" were treated as the same 

token. 

o Removing Punctuation and Non-Alphabetic Characters: Punctuation marks and 

non-alphabetic characters were removed, leaving only alphabetic characters. This 

helped simplify the text for analysis. 

o Removing Extra Spaces: Extra spaces were removed to ensure that the text was 

formatted cleanly, preventing issues during tokenization. 

 

2) Label Encoding 

Sentiment labels in the dataset (Positive and Negative) were encoded into numerical 

values to be used by the machine learning models. The label encoder transformed the 

labels into binary values: 0 for Negative and 1 for Positive. 

 

3) Splitting the Data 

The dataset was divided into three sets: training, validation, and testing, to evaluate 

model performance effectively: 

o Training Set: 60% of the data was used for training the model. 

o Validation Set: 20% of the data was used for validation during training to tune 

hyperparameters and prevent overfitting. 

o Testing Set: 20% of the data was reserved for final testing to evaluate the model's 

performance on unseen data. 

The data was split in two stages: initially, 60% was allocated for training, and the 

remaining 40% was split evenly between validation and testing sets. 

 

4) Pre-Sentiment Classification 

The preparation phase for sentiment classification involved two key steps to convert 

the textual data into a format suitable for deep learning models: 

• Tokenization: The text data was tokenized using the Keras Tokenizer. This 

involved converting words into sequences of integers, with a vocabulary size of 

5,000 and an out-of-vocabulary token (<OOV>) for unknown words. 

Tokenization transformed the text into a numerical representation suitable for 

model input. 

• Sequence Padding: To ensure uniform input sizes, all sequences were padded 

or truncated to a maximum length of 100 tokens. This was necessary for 

efficient processing by the deep learning models, which require inputs of 

consistent length. To ensure uniform input sizes, all sequences were padded 
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or truncated to a maximum length of 100 tokens. This was necessary for 

efficient processing by the deep learning models, which require inputs of 

consistent length. 

 

5) Sentiment Classification 

For the sentiment classification task, three different deep learning models were 

implemented and evaluated: LSTM, BiLSTM, and GRU. Each model followed a similar 

architecture, allowing for a fair comparison of their capabilities in sentiment 

classification. 

 

Key differences in how the models work are explained below: 

• LSTM: Utilizes memory cells with input, output, and forget gates to capture long-

term dependencies in sequential data. It processes the data in a single direction 

(forward). 

• BiLSTM: An extension of LSTM that processes the input sequence in both forward 

and backward directions. This allows the model to capture context from both past 

and future sequences, improving performance in tasks where bidirectional context 

is important. 

• GRU: A simpler variant of LSTM that combines the functionality of input and forget 

gates into a single update gate, and lacks a separate memory cell. This makes 

GRU computationally more efficient, while still capturing dependencies in 

sequential data effectively. 

 

The architecture included the following components: 

• Embedding Layer: Input dimension of 5,000, output dimension of 64, input length 

of 100. 

• Recurrent Layers: Depending on the model, these were LSTM, BiLSTM, or GRU 

layers with configurations as follows: 

o LSTM Model: Two LSTM layers, with the first containing 64 units and returning 

sequences, followed by a second LSTM layer with 32 units. 

o BiLSTM Model: Two Bidirectional LSTM layers, with the first containing 64 units 

and returning sequences, followed by a second layer with 32 units. 

o GRU Model: Two GRU layers, with the first containing 64 units and returning 

sequences, followed by a second GRU layer with 32 units. 

• Dropout Layer: A dropout rate of 0.5 was applied after the first recurrent layer to 

prevent overfitting. 

• Dense Layer: The final dense layer used a sigmoid activation function for binary 

sentiment classification. 

 

All models were compiled using the Adam optimizer, with binary cross-entropy as the 

loss function, and accuracy as the evaluation metric. Training was conducted over 5 

epochs with a batch size of 64, utilizing the training set, and validated on the validation 

set. The choice of 5 epochs is not an absolute rule; rather, it is based on common 

practices and supported by preliminary experiments conducted in this study, which 

indicated that 5 epochs provided the most optimal performance. 
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6) Evaluation 

The models were evaluated on the test set to determine their effectiveness in 

sentiment classification. We used accuracy and F1-score as defined by (Terven et al., 

2024) to evaluate the classification performance. Accuracy measures the proportion 

of samples correctly classified compared to the total number of samples, with the 

formula: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

With TP= true positive,TN = true negative, FP=false positive, and FN=false negative. 

While a higher accuracy indicates better performance, it may not always represent the 

best model, especially in imbalanced datasets. On the other hand, F1-score combines 

precision and recall into a single metric to evaluate a model's performance. A higher 

F1-score reflects a better balance between these metrics. Precision measures the 

accuracy of positive predictions made by the model, while recall (also known as 

sensitivity or true positive rate) evaluates the model's ability to identify all relevant 

positive instances. A model with a high F1-score demonstrates good performance in 

predicting classes in a balanced manner, both for positive and negative cases. 

Therefore, the best model is determined by considering both accuracy and F1-score, 

depending on the specific requirements of the classification task. 

 

 

3. Result and Discussion 
  

The analysis begins by examining the distribution of sentiment labels within the 

dataset. Figure 1 illustrates a bar chart depicting the frequency distribution of 

sentiment categories after the initial preprocessing stage, which included removing 

missing values and duplicate entries. The dataset comprises 6,757 tweets, 

categorized into two sentiment classes: Positive and Negative. 

As shown in the chart, the majority of the tweets are labeled as Positive (5,013 

tweets), while the remaining 1,743 tweets are labeled as Negative. This indicates a 

predominance of positive sentiment within the dataset, suggesting that discussions 

surrounding the political figure analyzed, Prabowo Subianto, during the specified 

timeframe leaned more towards favorable opinions or support. Although the dataset 

exhibits some imbalance in sentiment distribution, the degree of imbalance is not 

substantial. Therefore, the analysis proceeds without implementing specific 

techniques to address class imbalance, allowing the models to process the data in its 

original form. 
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Figure 1: Distribution of dataset based on sentiment category 

The result of the training process of sentiment classification using LSTM model is 
presented in Figure 2. The LSTM model was trained over five epochs using the 
preprocessed dataset. The training accuracy and loss, along with validation accuracy 
and loss, were recorded to monitor the model's learning progress. During training, a 
loss function serves to adjust the model’s parameters. It evaluates the discrepancy 
between the model's predicted outputs and the expected results. The goal of training 
is to reduce this discrepancy as much as possible (Terven et al, 2024). The detailed 
results for each epoch are presented below: 

1. Training Accuracy and Loss: The training accuracy improved steadily from 0.7281 
(72.81%) in Epoch 1 to 0.7498 (74.98%) in Epoch 5, while the training loss 
decreased from 0.5860 to 0.5648. This trend indicates that the model was able to 
learn from the data and reduce its prediction error on the training set over 
successive epochs. 

2. Validation Performance: The validation accuracy remained constant at 0.7276 
(72.76%) throughout all five epochs, and the validation loss fluctuated slightly 
between 0.5885 and 0.5858. These results suggest that the model may not have 
generalized well to the validation set, possibly indicating early stagnation in 
learning or an inability to capture additional meaningful patterns from the data. 

 

Figure 2: Accuracy and loss plots during the training process for LSTM model 
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The result of the training process for the BiLSTM model is illustrated in Figure 3. 
Similar to the LSTM model, the BiLSTM model was trained over five epochs, and the 
performance metrics were recorded for both the training and validation sets. 

1. Training Accuracy and Loss: The BiLSTM model exhibited a notable increase 
in training accuracy, starting at 73.67% (epoch 1) and reaching 97.27% (epoch 
5). Simultaneously, the training loss dropped significantly from 0.5580 to 
0.0985, demonstrating the the BiLSTM model was also capable to learn 
effectively from the training data and minimize prediction errors. 

2. Validation Performance: Validation accuracy improved from 0.7550 (75.50%) 
at epoch 1 to its highest point at 0.8490 (84.90%) at epoch 2 but gradually 
declined to 0.8275 (82.75%) at epoch 5. Similarly, validation loss initially 
decreased from 0.4986 to 0.3708 but then increased to 0.4563. These patterns 
suggest that the model's generalization peaked early, and additional training 
resulted in overfitting, as reflected in the declining validation metrics. 

Overall, the BiLSTM model exhibited better generalization than the LSTM model, as 
evidenced by its higher validation accuracy and lower validation loss in the initial 
epochs. This improvement can be attributed to the bidirectional nature of BiLSTM, 
which processes the input sequence in both forward and backward directions. By 
doing so, the model captures contextual information from preceding words (forward 
context) as well as succeeding words (backward context), enabling a more 
comprehensive understanding of the text data and improving its ability to predict 
accurately in tasks requiring sequential information. However, fine-tuning the model 
or implementing regularization techniques could further enhance its validation 
performance and prevent potential overfitting. 

 

 

Figure 3: Accuracy and loss plots during the training process for BiLSTM model 
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Similarly, the training process for the GRU model is summarized in Figure 4. Like the 
LSTM and BiLSTM models, the GRU model was trained for five epochs, with 
performance metrics recorded for both the training and validation datasets. 

1. Training Accuracy and Loss: The GRU model showed a gradual improvement 
in training accuracy, increasing from 0.7228 (72.28%) at Epoch 1 to 0.7604 
(76.04%) at Epoch 5, while the training loss decreased consistently from 
0.5938 to 0.5530. This result also indicates that the GRU model effectively 
learned from the training data and minimized its prediction error over 
successive epochs. 

2. Validation Performance: The validation accuracy for the GRU model remained 
constant at 72.76% across all five epochs, similar to the LSTM model. 
Validation loss fluctuated slightly, starting at 0.5894 at Epoch 1, peaking at 
0.6106 at Epoch 3, and then declining to 0.5873 at the final epoch. These 
results suggest that while the GRU model was able to learn effectively from the 
training data, it faced challenges in generalizing to the validation set, exhibiting 
limited improvement in validation performance. 

 

Figure 4: Accuracy and loss plots during the training process for GRU model 

Compared to the LSTM and BiLSTM models, the GRU model displayed training 
accuracy and loss trends similar to LSTM, with relatively stable but stagnant validation 
accuracy. This pattern reinforces the notion that GRU is comparable to LSTM in 
performance in certain tasks while requiring fewer parameters and computational 
resources. However, in this analysis, the GRU model did not achieve the same level 
of generalization as BiLSTM, further emphasizing the importance of selecting an 
appropriate model architecture for sentiment analysis tasks. 

In this study, the performance of three deep learning models, LSTM, BiLSTM, and 
GRU, was evaluated for sentiment classification using metrics of test accuracy and 
F1 score, as presented in Table 1.  

The LSTM model achieved a test accuracy of 72.56% and an F1 score of 84.1. 
These results indicate that while the LSTM model was moderately effective at 
classifying sentiments, its generalization capability on the test set was limited, 
reflected in its relatively lower accuracy rather than BiLSTM. The F1 score, which 
accounts for both precision and recall, suggests the model performed reasonably well 
at balancing false positives and false negatives. 
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Table 1: Performance Comparison of Sentiment Classification Models 

Model Test Accuracy (%) Test F1 Score (%) 

LSTM 72.56 84.10 

BiLSTM 80.70 86.86 

GRU 72.56 84.10 

 

The BiLSTM model outperformed the other models, achieving the highest test 
accuracy of 80.7% and an F1 score of 86.86. This indicates that the BiLSTM model 
was better able to capture contextual information from the dataset, leveraging its 
bidirectional architecture to improve generalization. The higher F1 score further 
highlights its balanced performance across precision and recall, making it the most 
effective model for sentiment classification in this study. 

The GRU model displayed identical test accuracy (72.56%) and F1 score (84.1) to 
the LSTM model. While GRU models are known for their computational efficiency due 
to fewer parameters, this analysis suggests that GRU did not provide significant 
improvements over LSTM in terms of classification performance. Like LSTM, the GRU 
model showed limited generalization capability on the test set. 

The comparative analysis reveals that the BiLSTM model consistently 
outperformed both the LSTM and GRU models in terms of test accuracy and F1 score. 
The BiLSTM model's ability to process information in both forward and backward 
directions likely contributed to its superior performance, allowing it to capture richer 
contextual information. This indicates that our results confirm that BiLSTM 
outperforms LSTM and GRU, further supporting its effectiveness in achieving superior 
classification performance. Our findings align with those of Ma’aly et al. (2024), which 
demonstrated that the BiLSTM model achieved the highest accuracy compared to 
CNN and the Hybrid CNN-BiLSTM model. Rolangon et al. (2023) on their study using 
twitter dataset about hospital services also obtained that BiLSTM achieve the higher 
accuracy rather than LSTM and GRU. Giustino & Santosa (2024) on their study about 
toxic comment classification also concluded that BiLSTM gives the higher 
performance compared to LSTM, GRU, and Bidirectional Gated Recurrent Unit 
(BiGRU).  

In contrast, the LSTM and GRU models achieved identical performance metrics, 
suggesting similar capabilities in this specific task. While GRU is computationally less 
intensive than LSTM, its performance did not provide any notable advantage in terms 
of accuracy or F1 score in this study. 

 

4. Conclusion and Future Direction 

The results of this study indicate that the BiLSTM model outperformed both the LSTM 

and GRU models in all metrics, achieving a testing accuracy of 80.70% and an F1 

score of 86.86%. The higher performance of BiLSTM can be attributed to its ability to 

capture bidirectional context, which allows for a more nuanced understanding of 

complex sentiment patterns in social media data. Both LSTM and GRU models 

demonstrated similar performance, but BiLSTM remains the best choice for sentiment 

analysis tasks requiring higher accuracy. These findings suggest that BiLSTM is more 
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effective for analyzing public sentiment regarding political figures, such as Prabowo 

Subianto, thereby providing valuable insights into public discourse during the 2024 

Indonesian Presidential Election. 

Future research can explore the use of transformer-based models such as BERT 

and GPT variant to further improve sentiment classification accuracy. These models 

are known for their strong contextual understanding, which could enhance the 

detection of subtle sentiment cues in political discourse. Additionally, experimenting 

with hyperparameter tuning or incorporating attention mechanisms could further 

improve the performance of the LSTM, BiLSTM, and GRU models. The potential 

integration of domain-specific pre-trained models and multilingual datasets could also 

be valuable for expanding the applicability of the models to diverse linguistic and 

cultural contexts in sentiment analysis. 
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