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*Abstract 

 Grouping data based on similarity in characteristics is commonly applied in various 

exploratory analyses. The Fuzzy C-Means algorithm offers flexibility through the degree 

of membership of data points in each cluster, but it is vulnerable to poor cluster center 

initialization, which increases the risk of getting trapped in local optima. To enhance the 

performance of Fuzzy C-Means, this study integrates the Particle Swarm Optimization 

method for determining cluster centers. The evaluation is conducted by comparing 

Fuzzy C-Means and Fuzzy C-Means-Particle Swarm Optimization across several cluster 

counts using three internal validation metrics, namely the silhouette coefficient, partition 

coefficient, and Xie-Beni Index. The results show that Fuzzy C-Means-Particle Swarm 

Optimization consistently yields higher silhouette coefficient and partition coefficient 

values, along with lower Xie-Beni Index values, compared to standard Fuzzy C-Means. 

This indicates that the integration of Particle Swarm Optimization can improve clustering 

quality in terms of cluster compactness and separation. This hybrid approach 

demonstrates significant potential in complex data clustering scenarios. 

 

Keywords: clustering, cluster center optimization, fuzzy c-means, internal validation, 
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1. Introduction 

The ASEAN (Association of Southeast Asian Nations) region is one of the fastest-

growing economic blocs in the world. According to  World Economics (2023), over the 

past decade—from 2012 to 2022—ASEAN countries have played a significant role in 

the global economy, contributing approximately 7% of the world’s total gross domestic 

product and accounting for 9% of global economic growth. These figures not only 

reflect the region’s growing economic capabilities but also indicate a significant shift 

in the global economic center from developed nations in the northern hemisphere to 

Asia, particularly Southeast Asia. 

The establishment of the ASEAN Economic Community (AEC), also known as the 

ASEAN Economic Community (AEC), represents ASEAN’s integration into the global 

economy through participation in global supply chains as an effort to reduce 

development gaps (Ishikawa, 2021). However, behind the narrative of economic 

integration lies a structural challenge that cannot be overlooked—the high level of 

social and economic disparity among member states. To address this, one possible 

approach is to group ASEAN countries based on social and economic indicators. This 

cluster analysis can serve as a strategic tool for designing and directing policies 

implemented by ASEAN stakeholders, particularly in setting development priorities. 

By mapping countries based on similar socio-economic conditions, it becomes 

possible to identify which nations require greater attention, thereby allowing for more 

targeted and effective interventions. 

In the application of cluster analysis, especially on high-dimensional data, fuzzy-

based approaches have proven to be more effective in handling soft clustering (Dogan 

& Avvad, 2025). One commonly used soft clustering method is Fuzzy C-Means (FCM), 

as it allows each data point to belong to more than one cluster, with membership levels 

expressed as continuous values between 0 and 1. This degree of membership offers 

flexibility in analysis by allowing observations to have a probabilistic association with 

multiple clusters simultaneously (Ishikawa, 2021). Although Fuzzy C-Means (FCM) is 

widely used in various cluster analyses, the algorithm has a weakness—it is prone to 

getting trapped in local optima, which can affect the accuracy of selecting initial cluster 

centers. Therefore, the Particle Swarm Optimization (PSO) algorithm is employed to 

optimize the FCM algorithm, with the goal of improving the accuracy of initial cluster 

center selection in FCM, thereby achieving globally optimal clustering results (Yu et 

al., 2023). 

A previous study conducted by  Xia et al., (2019) proposed an enhanced PSO 

algorithm by taking into account both local and global optimization capabilities. The 

improved PSO algorithm was used to address the weakness of FCM in manually 

selecting initial cluster centers. The results of the study indicated that the enhanced 

PSO algorithm not only successfully avoided convergence to local optima but also 

achieved higher accuracy and better performance in handling noise compared to the 

traditional FCM algorithm. Furthermore, a study by (Febriyanti et al., 2023) on the 

clustering of regencies/cities in Kalimantan Island based on community welfare 

indicators showed that using the FCM algorithm optimized with PSO resulted in a more 

optimal cluster validity index. 
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Given the importance of enhancing development in the ASEAN region, this study 

aims to cluster ASEAN countries based on socio-economic indicators that influence 

development. The methods used in this study are Fuzzy C-Means (FCM) and Fuzzy 

C-Means optimized using Particle Swarm Optimization (PSO). Subsequently, the 

clustering results from both methods are compared to determine the most optimal 

cluster validity index. 

 

2. Methodology 
2.1 Data 

The data used in this study are secondary data obtained from The World Bank at 
https://data.worldbank.org/, Human Development Reports at https://hdr.undp.org/, and 
statista.com at https://www.statista.com/ in 2022. The data includes socio-economic 
information from ten countries in the Southeast Asia region with a total of 10 
observations and 10 numeric variables. Details of the variables used in the analysis 
are presented in Table 1. The entire data analysis process was carried out using 
RStudio software. 

Table 1: Details of the variables used in the study. 

Variables Description Unit Reference 

𝑋1 Gross Domestic Product 

(GDP) per capita 

Dollar (Hartini, 2017) 

𝑋2 Unemployment rate Percent (Azzahra et al., 2024) 

𝑋3 Life expectancy Years (Simanjuntak et al., 2024) 

𝑋4 Infant mortality rate Percent (Simanjuntak et al., 2024) 

𝑋5 Internet users Percent (Rizqi & Sidiq, 2023) 

𝑋6 Urbanization rate Percent (Shinta, 2024) 

𝑋7 Government health 

expenditure 

Percent (Nasution et al., 2020) 

𝑋8 Expected years of 

schooling 

Percent (Hepi & Zakiah, 2018) 

𝑋9 Mean years of schooling Years (Hepi & Zakiah, 2018) 

𝑋10 Inflation rate Percent (Salim & Fadilla, 2021) 

 

2.2 Research Methods 

The stages of analysis in research are as follows: 
1. Conducting data exploration using a correlation matrix to detect possible 

multicollinearity between variables, boxplots to identify outliers, and descriptive 

statistics to obtain an overview of the characteristics of the data. 

2. Standardizing data using the z-score method so that all variables have an 

average of 0 and a standard deviation of 1. The z-score standardization can 

be obtained from equation 1 with 𝑥 being the data value, 𝜇 being the average, 

and 𝜎 being the standard deviation. 

𝑧 =  
𝑥 − 𝜇

𝜎
  (1) 

  

https://data.worldbank.org/
https://hdr.undp.org/
https://www.statista.com/
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3. Conducting principal component analysis (PCA) if possible multicollinearity is 

found. Principal Component Analysis (PCA) or PCA is carried out to reduce 

the dimensions of the data while maintaining most of the variations in the 

original data (Eliyanto & Suparman, 2019). PCA forms principal components 

as linear combinations of uncorrelated original variables (Mayapada et al., 

2019) and is obtained through the decomposition of the covariance matrix into 

values and eigenvectors (Nasution, 2019). The resulting principal components 

can be used as new predictor variables with the selection of the number of 

components based on the proportion of explained variance, usually 70–85% 

(Jolliffe, 2002). Main components (KU) can be obtained from equation 2 with 

𝑗 = 1, 2, 3, . . . , 𝑝 and 𝑒1𝑗, 𝑒2𝑗 , … , 𝑒𝑝𝑗 are elements of the eigenvector 

corresponding to KU (𝑌𝑗) (Rosyada & Utari, 2024). 

𝑌𝑗 = 𝑒1𝑗𝑋1 + 𝑒2𝑗𝑋2 + ⋯ + 𝑒𝑝𝑗𝑋𝑝 (2) 

4. Determine the initial parameters before optimization such as the number of 

clusters (𝑐), inertia weight (𝑧), fuzzy weight (𝑚), maximum speed (𝑣𝑚𝑎𝑥), and 

the maximum number of iterations. 

5. Using the FCM-PSO algorithm to find the optimal combination of parameters 

(𝑐 and 𝑚). FCM is a partition-based clustering algorithm that allows each data 

to have a degree of membership to more than one cluster (Eliyanto & 

Suparman, 2019). FCM operates by minimizing an objective function that 

depends on the distance between the data point and the cluster center and the 

fuzzy degree of membership of each data (Bezdek et al., 1981; Sanusi et al., 

2020). This algorithm groups data based on the level of membership of each 

data in a particular group with a value between 0 and 1 (Sa’diyah et al., 2020). 

The higher the membership value, the greater the similarity of the data to the 

related group. The objective function used in FCM to determine the best 

clustering can be written as follows (Sa’diyah et al., 2020): 

𝐽(𝑈, 𝑉) = ∑ ∑ (𝑢𝑖𝑗)𝑚𝑑𝑖𝑗
2

𝑛

𝑖=1

𝑚

𝑗=1
 (3) 

where 𝑢𝑖𝑗 indicates the degree of membership of the 𝑖-th data in the 𝑗-th 

cluster, 𝑚 is the fuzzifier value that regulates the level of cluster fuzziness, and 

𝑑𝑖𝑗 is the distance between the data and the cluster center. The iteration 

process in FCM aims to minimize the value of the objective function so that the 

clustering results are optimal. The FCM algorithm can be explained as follows 

(Sa’diyah et al., 2020): 

a. Determine the initial parameters, namely the number of cluster 𝑐, the 

fuzzifier value 𝑚, the smallest error threshold, and the maximum 

iteration limit. 

b. Initialize the membership matrix 𝑈 = {𝑢𝑖𝑗} of size 𝑐 × 𝑛 randomly. 

c. Calculate the cluster center 𝑉 = 𝑣𝑖 using the following equation 4: 

𝑣𝑖 =
∑ (𝑢𝑖𝑗)𝑚𝑥𝑗

𝑛
𝑗=1

∑ (𝑢𝑖𝑗)𝑚𝑛
𝑗=1

 (4) 

d. Evaluate the objective function 𝐽(𝑈, 𝑉) using the formula in equation 3. 

e. Update the membership matrix U based on the following equation 5: 
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𝑢𝑖𝑗 =
[∑ (𝑑𝑖𝑗)]

−1
𝑚−1𝑛

𝑖=1

∑ [∑ (𝑑𝑖𝑗)]
−1

𝑚−1𝑛
𝑖=1

𝑐
𝑗=1

 (5) 

PSO is a population-based optimization algorithm first introduced by 

Kennedy and Eberhart in 1995 (Kennedy & Eberhart, 1995). In the PSO 

algorithm, each potential solution is represented as a particle that has two main 

attributes, namely position (𝑋) and speed or velocity (𝑉) (Sa’diyah et al., 2020). 

At each iteration, the position and velocity of the particle will be updated to 

approach the optimal solution. Each particle has a memory of the best position 

it has ever reached (𝑃𝑏) and accesses the best position of all particles in the 

population (𝑔𝑏). The process of updating the speed and position of each 

particle follows the following formula: 

𝑝𝑏 = arg min 𝑓(𝑋𝑖(𝑡))      (6) 
𝑔𝑏 = arg min 𝑓(𝑝𝑏(𝑡))      (7) 

𝑉𝑖(𝑡 + 1) = 𝑤 × 𝑉𝑖(𝑡) + 𝑐1 × 𝑟1 × (𝑝𝑏 − 𝑋𝑖(𝑡)) +  𝑐2 × 𝑟2 × (𝑔𝑏 − 𝑋𝑖(𝑡))       (8) 

𝑋𝑖(𝑡 + 1) = 𝑋𝑖(𝑡) +  𝑉𝑖(𝑡 + 1)      (9) 

where arg min 𝑓(𝑋𝑖(𝑡)) is the position of particle 𝑋𝑖 at 𝑓(𝑋𝑖(𝑡)) which is 

minimum until iteration 𝑡, 𝑤 is the inertia weight that controls the influence of 

previous speed, 𝑐1 and 𝑐2 are learning factors that indicate how much influence 

individual and social experience has, 𝑟1 and 𝑟2 are random numbers between 

0 and 1, and 𝑃𝑏 and 𝑔𝑏 are the personal and global best positions. 

Inertia weights play an important role in balancing exploration (global 

search) and exploitation (local search). This weight can be linearly decreased 

as iterations increase to encourage convergence. The adjustment of the inertia 

weight is done with the following equation: 

𝑤(𝑖) = 𝑤𝑚𝑎𝑥 −
𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛

𝑖𝑡𝑒𝑟𝑎𝑠𝑖𝑚𝑎𝑥
× 𝑖𝑡𝑒𝑟𝑎𝑠𝑖 (10) 

where 𝑤(𝑖) is the inertia weight at iteration 𝑖 and 𝑖𝑡𝑒𝑟𝑚𝑎𝑥 is the maximum 

number of iterations. The FCM-PSO algorithm can be explained by the 

following steps: 

a. Initialize the population membership matrix 𝑈. 

b. Calculate the cluster center of each particle. 

c. Calculate the objective function of each particle. 

d. Calculate the fitness value 𝑓𝑠 =
1

𝐽(𝑈,𝑉)
 based on research conducted by 

Febriyanti et al., (2023). 

e. Determine the best individual (𝑝𝑏𝑒𝑠𝑡) and global (𝑔𝑏𝑒𝑠𝑡) values. 

f. Update the particle speed and position. 

g. Stop iteration if the value |𝑔𝑏𝑒𝑠𝑡 − 𝑔𝑏𝑒𝑠𝑡𝑡−1| <  𝜀. If not, repeat the 

process from the second stage. 

h. Take the optimal parameters from the 𝑔𝑏𝑒𝑠𝑡 value. 

6. Perform the clustering process with the FCM algorithm using the optimal 

parameters from PSO, then compare it with the FCM results using random 

parameters. 
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7. Evaluate the validity of the cluster formed with the silhouette coefficient (SC), 

partition coefficient (PC), and Xie-Beni Index (XBI) values. 

a. SC is used to measure how well data fits its own cluster compared to the 

closest other cluster. The SC value is in the range of −1 to 1 with values 

close to 1 indicating that the object is very suitable for its cluster, while 

negative values indicate the possibility of incorrect clustering. SC is 

calculated based on the following equation 11 (Rahmawati et al., 2024): 

𝑆𝑖 =
𝑏𝑖 − 𝑎𝑖

𝑀𝐴𝑋(𝑎𝑖 , 𝑏𝑖) 
 

(11) 

where 𝑎𝑖 is the average distance between the 𝑖-th and other data in the 

same cluster, 𝑏𝑖 is the smallest average distance between the 𝑖-th data and 
data in other different clusters, and 𝑀𝐴𝑋(𝑎𝑖 , 𝑏𝑖) indicates the maximum 
value between the average distance within the cluster itself and the 
average distance with the nearest different cluster. 

b. PC is a measure used to assess the level of clarity of partitions in the fuzzy 
clustering process (Kalla et al., 2022). This index represents the extent to 
which an object's membership is in a particular cluster. The higher the PC 
value (approaching 1), the more deterministic or clear the partition formed. 

The PC value is in the range of  
1

𝑐
 to 𝑐 with 𝑐 stating the number of clusters 

used, 𝑁  stating the number of research objects, and 𝜇𝑖𝑘 stating the degree 

of membership of the 𝑘-th object to the 𝑖-th cluster center. The PC 
calculation is carried out based on equation 12 as stated by (Bezdek et al., 
1981). 

𝑃𝐶(𝑐) =
1

𝑁
∑ ∑ 𝜇𝑖𝑘

2
𝑁

𝑘=1

𝐶

𝑖=1
   

(12) 

a. XBI aims to calculate the ratio between the total variation within a group 

(intra-cluster compactness) and the level of separation between groups 

(inter-cluster separation) in fuzzy clustering (Widiyanto, 2019). This index 

evaluates the quality of the partition by considering the balance between the 

proximity of data in one cluster and the separation between clusters. The 

XBI value does not have a standard range. However, the smaller the value 

of this index, the better the quality of the cluster formed, namely more 

compact internally and more separated externally. The XBI formula was 

formulated by (Xie & Beni, 1991) and is shown in equation 13. 

𝑋𝐵(𝑐) = ∑
∑ ∑ 𝜇𝑖𝑘

𝑚 ||𝑥𝑘 − 𝑣𝑖||2𝑁
𝑘=1

𝐶
𝑖=1

𝑁𝑚𝑖𝑛𝑖𝑘||𝑣𝑖 − 𝑣𝑘||2

𝑐

𝑖=1
   

(13) 

where 𝑁 represents the total number of objects in the study and 𝑐 is the 

number of clusters used. The notation 𝜇𝑖𝑘 represents the degree of 

membership of the 𝑘-th object to the 𝑖-th cluster center. The parameter 𝑚 is 

a fuzzifier, which is a constant that regulates the level of fuzziness in the 

clustering process. The symbol ||𝑥𝑘 − 𝑣𝑖|| shows the euclidean distance 

between data point 𝑥𝑘 and cluster center 𝑣𝑖, while ||𝑣𝑖 − 𝑣𝑘||  indicates the 

euclidean distance between the 𝑘-th and 𝑖-th cluster center. 

8. Interpret and visualize clustering results. 

 

3. Results and Discussions  
3.1 Data Exploration 
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Data exploration was conducted to detect multicollinearity, identify outliers, and obtain 

a general overview of the characteristics of the data. Boxplot was used to observe the 

distribution pattern of a variable. Boxplots can also indicate the presence of outliers in 

the data. Figure 1 presents the boxplots of variables 𝑋1 to 𝑋5. 

 

Figure 1: Boxplot of variables 𝑿𝟏 to 𝑿𝟓. 

Based on Figure 1, it can be concluded that only 𝑋1 contains outliers and its 

distributions is skewed to the right. In contrast, variables 𝑋2 to 𝑋5 do not have any 

outliers. The distributions of 𝑋2 to 𝑋5 are also relatively symmetrical. Next, the 

distributions of variables 𝑋2 to 𝑋5 will be presented in Figure 2. 

 

Figure 2: Boxplot of variables 𝑿𝟔 to 𝑿𝟏𝟎. 

In Figure 2, it can be seen that 𝑋𝟔, 𝑋𝟖, and 𝑋𝟗 have relatively symmetrical 

distributions and do not contain outliers. Meanwhile, 𝑋𝟕 has a less symmetrical 

distribution, tending to be skewed to the right, but it does not have any outliers. 𝑋𝟏𝟎 has 

a highly right-skewed distribution and also contains upper outliers. In addition to 

exploration using boxplots, further analysis was carried out using a correlation matrix 
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to examine the relationships among the independent variables. The correlation matrix 

is used to detect multicollinearity among the independent variables. The stronger the 

correlation values, the higher the tendency for multicollinearity to occur. Figure 3 below 

presents the correlation matrix among the independent variables. 

Figure 3: Correlation matrix between independent variables. 

The correlation matrix in Figure 3 shows that the strongest relationship among 

the independent variables is between 𝑋𝟒 and 𝑋𝟓, with a correlation of –0,88. The next 

strongest correlations are between 𝑋𝟓 and 𝑋𝟔 at 0,86, and between 𝑋𝟔 and 𝑋𝟗 at 0,86. 

The high correlations among these four variables may indicate the presence of 

multicollinearity. One way to address multicollinearity is through Principal Component 

Analysis (PCA). Table 2 presents the results of the PCA. 

 

Table 2: PCA results. 

 PC1 PC2 PC3 PC4 PC5 

Proportion of variance 0,6707 0,1497 0,07708 0,04251 0,0283 

Cumulative proportion 0,6707 0,8204 0,89749 0,9400 0,9683 

  

Based on Table 2, the first principal component (PC) is able to explain 

approximately 67% of the total data variance. Subsequently, the second principal 

component increases the proportion of explained variance to 82%. The principal 

components used are up to the third PC, as the total explained variance reaches 89% 

with the third component. Meanwhile, the fourth principal component shows a 

decreased gain in explained variance, and thus is not included. 

3.2 Clustering Process  

The initial process in applying the FCM method combined with PSO begins with 
determining the basic parameters that play an important role in the clustering process. 
These parameters include the number of clusters (𝑐), the degree of fuzziness (𝑚), the 

inertia weight (𝑤), the maximum particle movement speed (𝑣𝑚𝑎𝑥), and the maximum 
number of iterations. This study uses parameters ranging from 2 to 5 clusters (𝑐 = 2, 

3, 4, 5) fuzzy weights from 1 to 3, inertia weight (𝑤 = 5) , maximum velocity (𝑣𝑚𝑎𝑥= 5) 
convergence threshold 0,5, and a maximum of 1.000 iterations. The selection of the 
cluster number range (𝑐)  between 2 and 5 is based on an analysis of ten Southeast 
Asian countries that are the objects of this study, with the aim of obtaining optimal 
clustering results. Meanwhile, the variation in the value of m is used to explore the 
most suitable fuzzy parameter, considering that the value of m affects the degree of 
membership in fuzzy clustering.  
 The optimization process using the FCM-PSO algorithm is carried out for a 
maximum of 1.000 iterations or until convergence is achieved. During the iterations, 
each particle evaluates the fitness value by applying FCM to the data using the 
selected parameters. These particles then update their positions based on their 
individual best information (𝑝𝑏𝑒𝑠𝑡), and the best information from the entire population 
(𝑔𝑏𝑒𝑠𝑡), with the aim of finding the parameter combination that produces the most 
optimal clustering. In this study, convergence was achieved at iteration 122, where the 
fitness value showed stability at the minimum point, indicating that the algorithm 
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successfully found an effective solution. The process of finding the optimal solution by 
PSO is shown in Figure 4. 

        

Figure 4: Graph of convergence values for PSO optimal solution search. 

The optimal parameters obtained are the optimal number of clusters (𝑐 = 5) and 
fuzzy weight (𝑚 = 2,18). These parameters are used as the primary measures in the 
clustering process. Additionally, during the clustering process, analyses were 
conducted with 2, 3, and 4 clusters. The purpose of this approach is to compare the 
clustering results obtained using the PSO optimisation parameters with the results 
obtained when only using the FCM method without optimisation. The addition of 2, 3, 
and 4 clusters was added as random parameters. The fuzzy weight value of 𝑚 = 2,18 
was applied throughout the clustering process, as this value was proven to yield the 
best performance among the various parameter values explored previously and aligns 
with the optimization results obtained through the PSO algorithm. 

3.2.1. Clustering with 𝒄 = 2 

Clustering with the FCM algorithm was carried out using parameters 𝑐 = 2 and 
𝑚 = 2,18 to group ASEAN countries based on socio-economic indicators. The 
results of this clustering are visualized by the biplot in Figure 5 using three main 
components of PCA. Based on the biplot, cluster 1 shows that the countries in 
it have similar socio-economic conditions and tend to be at a lower level 

compared to other countries in the ASEAN region. Meanwhile, countries in 
cluster 2 are in a wider distribution of positions in the two-dimensional space. 
This cluster tends to have a better level of socio-economic development. 
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Figure 5: Two-dimensional plot of PCA results with 𝑐 = 2. 

3.2.2. Clustering with 𝒄 = 3 
 

Clustering with the FCM algorithm was also carried out using parameters 𝑐 = 
2 and 𝑚 = 2,18 to group ASEAN countries based on socio-economic indicators. 
The results of this clustering are visualized by the biplot in Figure 6 using three 
main components of PCA. Based on the biplot, it can be seen that cluster 1 
has low socio-economic conditions. Cluster 2 shows high and good socio-
economic conditions. Meanwhile, cluster 3 consists of countries that are at the 
middle level and show quite good development but are not yet on par with 
cluster 2. 

      

Figure 6: Two-dimensional plot of PCA results with 𝑐 = 3. 

3.2.3. Clustering with 𝒄 = 4 

Clustering with the FCM algorithm was also carried out using parameters 𝑐 = 
4 and 𝑚 = 2,18 to group ASEAN countries based on socio-economic indicators. 
The results of this clustering are visualized by the biplot in Figure 7 using three 
main components of PCA. Based on the biplot, cluster 1 shows relatively good 
socio-economic characteristics and tends to be superior compared to other 
countries. Cluster 2 describes countries with a relatively low level of socio-
economic development. Cluster 3 shows countries in the middle position which 
reflects socio-economic conditions that are developing and have the potential 
to move up to a higher class. On the other hand, cluster 4 shows high values 
in the main components so that the socio-economic conditions in its countries 
tend to be good and stable. 
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Figure 7: Two-dimensional plot of PCA results with 𝑐 = 4. 

3.2.4. Clustering with 𝒄 = 5 

Figure 8 shows the visualization results of the clustering of ASEAN countries 
using FCM that has been optimized with the best parameters of PSO. This 
clustering process produces five main clusters based on the similarity of 
characteristics of socio-economic conditions in ASEAN. Cluster 1 represents 
countries with medium socio-economic conditions. Cluster 2 reflects a group 
of countries with a relatively high socio-economic level. Cluster 3 consists of 
countries with socio-economic conditions that tend to be left behind. 
Meanwhile, cluster 4 includes countries with developing socio-economic 
conditions and cluster 5 includes countries with a very high level of socio-

economic development. 

       Figure 8: Two-dimensional plot of PCA results with 𝑐 = 5. 
 

3.3 Cluster Evaluation 

The determination of the optimal cluster was conducted by comparing the values of 
the Silhouette Index (SI), Partition Coefficient (PC), and Xie-Beni Index (XBI). Based 
on the clustering evaluation results, the grouping that used the optimal parameters 
obtained from PSO, namely (𝑐 = 5, 𝑚 = 2,18), demonstrated the best performance 
among the tested scenarios. These results confirm that the PSO algorithm can be 
effectively utilized as an optimization mechanism to enhance the performance of the 
FCM algorithm in the clustering process (Yu et al., 2023). 

Table 3: Cluster evaluation on the FCM-PSO algorithm and the FCM algorithm. 

Validity Metrics FCM-PSO (𝑐 = 5) FCM (𝑐 = 4) FCM (𝑐 = 3) FCM (𝑐 = 2) 

Silhouette 

Coefficient 

0,4702 0,3724 

 

0,3857 

 

0,4343 

 

Partition 

Coefficient 

0,7610 0,6956 

 

0,6645 

 

0,7070 

 

Xie-Beni Index 0,0579 0,1346 

 

0,1866 

 

0,1536 

 

 
Based on the table, the highest Silhouette Coefficient value of 0,4702 obtained 

by the FCM-PSO method (𝑐 = 5) indicates that the observational data is well-separated 
between clusters and exhibits high similarity within each cluster. Additionally, the 
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Partition Coefficient also reaches its maximum value of 0,7610 in the FCM-PSO 
method, indicating that the formed clusters do not overlap and have clear membership 
levels. Meanwhile, the lowest Xie-Beni Index value of 0,0579 achieved by FCM-PSO 
suggests that the clustering has more optimal separation, as the within-cluster variation 
is smaller and the between-cluster differences are greater. This clustering evaluation 
demonstrates that the PSO algorithm effectively optimizes the parameters, thereby 
significantly enhancing the clustering performance of the FCM method. 

3.4 Interpretation of Best Clustering Result 

The best clustering result was obtained when c = 5 based on the PSO outcome. The 
five resulting clusters each contain between 1 to 3 members with relatively similar 
characteristics. Cluster 1 consists of Indonesia and the Philippines. Cluster 2 consists 
of Brunei Darussalam and Malaysia. Cluster 3 includes Myanmar, Laos, and 
Cambodia. Cluster 4 is composed of Vietnam and Thailand. Lastly, cluster 5 consists 
solely of Singapore. Table 4 presents the characteristics of each formed cluster. 

Table 4: Cluster characteristics based on social and economic indicators. 

Characteristics Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 

GDP per capita($) Low High Very low Moderate Very high 

Unemployment 
rate(%) 

Moderate Very High Low Very low High 

Life expectancy 
(years) 

Low Moderate Very low High Very high 

Infant mortality 
rate(%) 

High Low Very high Moderate Very low 

Internet users(%) Low Very high Very low Moderate High 
Urbanization 
rate(%) 

Moderate High Very low Low Very high 

Government 
health 
expenditure(%) 

Low Low Very low Very high High 

Expected years of 
schooling(years) 

Low Low Very low High Very high 

Mean years of 
schooling(years) 

Moderate High Very low Low Very high 

Inflation rate(%) Moderate Very low Very high Low High 

 Based on the characteristics of each cluster presented in Table 4, cluster 1, 
which consists of Indonesia and the Philippines, has economic and social indicators 
that are generally in the low to moderate range. The high infant mortality rate and low 
life expectancy indicate challenges in the health sector. Cluster 2, which consists of 
Malaysia and Brunei, has high levels of internet access, urbanization, and GDP, 
reflecting strong infrastructure. However, the countries in cluster 2 face high 
unemployment rates, indicating labor market challenges. 

Cluster 3, consisting of Myanmar, Laos, and Cambodia, has very low economic 
and social indicators. These low indicators reflect countries with severely limited social 
and economic infrastructure. The countries in cluster 3 can be categorized as least 
developed countries (LDCs). In contrast to cluster 3, cluster 4 consists of stable 
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developing countries. Nations such as Thailand and Vietnam demonstrate a good 
balance between economic and social aspects. High health expenditure and life 
expectancy reflect a strong focus on well-being. However, urbanization and education 
still have room for improvement. Lastly, cluster 5, which includes only one country—
Singapore—is classified as a developed country. This cluster displays excellent socio-
economic indicators, reflecting a high quality of life, strong infrastructure, and optimal 
human development.  

The integration of multidimensional socioeconomic indicators within an 
optimized fuzzy clustering framework captures the heterogeneity of development 
levels among ASEAN countries, ranging from least developed to highly developed 
economies, which is not always represented by rigid clustering approaches. The 
resulting clusters reflect varying stages of socioeconomic development with 
overlapping characteristics across countries. Compared to standard Fuzzy C-Means, 
the FCM–PSO approach demonstrates improved cluster quality for this study, as 
indicated by higher Silhouette Index and Partition Coefficient values and a lower Xie–
Beni Index. In contrast to previous studies that relied on limited indicators and rigid 
cluster structures (Afrianita et al., 2024; Arisman, 2018), this study provides a more 
flexible and nuanced representation of ASEAN socioeconomic patterns through the 
incorporation of a broader set of indicators and a fuzzy clustering framework. 

 
4. Conclusion and Suggestion 
4.1 Conclusion 

The integration of the Particle Swarm Optimization (PSO) algorithm into the Fuzzy C-
Means (FCM) method provides a significant improvement in the quality of clustering 
results. This is proven through three main evaluation metrics. First, the silhouette 
coefficient value increased by 26,25%, indicating that the cluster structure became 
clearer and more distinct between clusters. Second, the partition coefficient value also 
showed an increase in the certainty of data membership to clusters. Third, the Xie-
Beni index value decreased by 68,96%. Overall, these results reinforce the 
effectiveness of PSO in optimizing cluster centers in FCM. The best results were 
obtained with five clusters, each containing 1 to 3 countries with similar socioeconomic 
characteristics. The clusters reflect the actual conditions of countries, ranging from 
underdeveloped developing countries to developed countries, with Singapore as the 
sole member of the most advanced cluster. 

4.2 Suggestion 

Further research is recommended to test the combination of FCM-PSO on various 
types of data and different numbers of clusters to determine the consistency of its 
performance. In addition, exploration of other optimization algorithms such as genetic 
algorithms or differential evolution can also be carried out to compare their 
effectiveness with PSO. Improving computational efficiency and sensitivity analysis of 
PSO parameters can also be the focus of further development. 
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