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Abstract 

 The price data of the Strategic Food Price Information Center from May 2018 to 

May 2021 in 34 provinces show a fluctuated trend. Our study aimed to build predictive 

modeling of red chili and curly chili prices in West Java province using the Long Short 

Term Memory method. The red chili and curly chili prices prediction model in our study 

was successfully constructed and is considered very representative of predicting prices 

in traditional and modern markets in West Java Province. The best parameter model 

for red chili in the traditional market is a neuron value of 64 and a learning rate of 

0.0005, and in the modern market, there are neuron values of 48 and a learning rate of 

0,005. For curly chili, the best parameter model in traditional markets is a neuron value 

of 48 and a learning rate of 0.00075, and in the modern market, there are neuron 

values of 32 and a learning rate of 0,001. All models use the number of the epoch 100. 

The best prediction model for the price of red chili and curly red chili in traditional 

markets obtained the smallest root mean square error values on the test data of 2.57% 

and 2.07%, respectively. Meanwhile, the best price prediction model in the modern 

market obtained the smallest root mean square error values on the test data of 2.11% 

and 2.17%, respectively. Based on the root mean square error value obtained, the 

model is better than the other research method and shows that the variation in the 

value produced by a model is close to the variation in the actual value. 

 

Keywords: chili, demand and supply, long short term memory, price prediction, root 

mean square error. 
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1. Introduction 

Data from the Central Statistics Agency (abbreviated BPS) shows high levels of red 

chili production and consumption per capita in several provinces in Indonesia. The 

highest and center of production and consumption levels of red chili occur in West 

Java, Central Java, East Java, West Sumatra, North Sumatra, and Aceh provinces. 

Based on (BPS, 2020), West Java ranks the highest chili production level, with 

263,949 tons in 2019. The level of red chili consumption in West Java in 2019 was 

52,945 tons. According to data from (BI, 2020), red chili in December 2020 was one 

of the contributors to inflation in the volatile food group, which was 31.50% month-to-

month (mtm). Annually, red chilies experienced inflation of 45.68% year-on-year 

(yoy), so the average selling price of red chilies during 2020 reached Rp. 38,049/kg. 

(Helbawanti et al., 2021) stated that food prices for chicken meat, shallots, garlic, red 

chilies, and cayenne pepper fluctuated. These foodstuffs experienced changes from 

2017 to 2021 and tended not to return to their lowest prices during 2017-2021. 

 At a certain point, red chili prices fluctuated somewhat elevated in many 

provinces of Indonesia. Based on researcher monitoring of the Strategic Food Price 

Information Center (abbreviated PIHPS) from May 2018 to May 2021, the price of red 

chili fluctuated in 34 provinces, such as in West Java Province. Red chili prices 

fluctuate every week. It can be seen in Figure 1 that the price of red chili has 

increased and decreased every week, and high supply and demand affected price 

fluctuation. Bad weather and the shift of chili farmers to other crops also affect chili 

price fluctuation (Jawal Anwarudin et al., 2015)  . In chili, although there is an annual 

production surplus, daily price fluctuations increase the risk that affects the motivation 

of farmers to cultivate chili (Rachmaniah et al., 2021).  

 

Figure 1: Red chili prices fluctuation in West Java Province from May 2018 to May 
2021 (processed from the National PIHPS, 2021) 

 Irregular or fluctuating red chili prices can trigger economic inflation, especially 

during the harvest and non-harvest periods (Sepri et al., 2020). A price prediction 

analyzes the market's anticipation of the red chili and curly chili prices. This analysis 

provides information about the price increase and decrease in red chili and curly chili 

in West Java. This information will be helpful for the government, producers, business 

actors, and consumers to minimize the impact of price fluctuations during daily, 

weekly, or monthly periods. The price increases and decreases at a particular time 

prediction by building a model from time-series historical data of the red chili and 
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curly chili prices. The price prediction model used a machine learning algorithm 

approach, namely the long short-term memory (LSTM) method, and statistical 

analysis for model development and evaluation. 

 Research by (Wulandari et al., 2017)  discussed regression spline analysis to 

estimate Jakarta chili prices. In this study, the best mean absolute percentage error 

(MAPE) prediction was 9.57%, and the coefficient of determination was 86.41%. The 

regression spline utilized a three-knot approach in the third order. Another study by  

(Bagus Adiatmaja et al., 2019) discussed the price forecasting for red chilies in the 

East Java region using the extreme learning machine (ELM) method. In their study, 

the best mean absolute percentage error (MAPE) prediction value was 3.23%. This 

study utilized two features; the size of hidden neurons is three, with a range of weight 

values [-1.8, 1.8]. 

 Our study proposed the LSTM method, devising a neural network to model chili 

price time-series data. We chose the LSTM method because, according to (Zahara et 

al., 2019), it is superior and more reliable in making predictions for long time-series 

data than other algorithms. In addition, the LSTM method is a comparative machine 

learning model that is more accurate in predicting food prices than the multilayer 

perceptron (MLP) and ARIMA methods (Sen et al., 2020). Hence, our study aims to 

build a price prediction model for red chili and curly red chili based on data on prices 

in traditional and modern West Java province markets. This study aims to anticipate 

the impact of fluctuations in commodity prices for red chili and curly red chili in the 

West Java Province. In particular, this study aims to model red chili and curly red chili 

price predictions using LSTM. Controlling fluxes in the stability of chili prices will 

result in better inflation control so that stakeholders do not experience difficulties in 

making decisions. 

 
2. Research Methods 

2.1 Red Chili Price Fluctuation 

Price fluctuation is a phenomenon of price volatility that repeatedly occurs throughout 

the year. Red chili often experiences high price oscillations. This problem is due to 

the seasonal nature of red chili production and is very susceptible to being influenced 

by climatic and weather conditions, so red chili commodities are perishable (Erviana 

et al., 2020). The highly erratic price movements, the amount of availability, and the 

quantity needed in the country for red chili commodities also contribute to the inflation 

rate in Indonesia. (Irawan, 2007)  suggested that this tendency surfaces because 

price fluctuations open up business actors' opportunities to manipulate costs at the 

farm level in response to price movements at the consumer side. The supply-side 

leverage the price of an agricultural commodity and the demand side, so the rising 

and falling prices are caused by factors that affect the supply and demand sides 

(Sugiarto & Nangameka, 2013). Therefore, these problems affect the process of price 

transmission from producers to consumers. 

 Chili price fluxes often surface due to inequality between demand and supply. 

The central producers' limited chili supply causes the demand not to be met by 

domestic production. The extended distribution chain contributed to an increase in 

chili prices. On the other hand, oversupply of chili can cause chili prices to drop 

drastically. The drop in prices impacts decreasing farmers' interest in cultivating 
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chilies. According to (Fitzsimmons & Fitzsimmons, 2011), supply chain management 

(SCM) is a service system for product delivery from suppliers with a flow process 

structure to the final consumer. In terms of processes, information technology 

coordinates all elements involved in the supply chain. 

 The chili marketplace is a chili commodity information system that creates a 

central market to bring together sellers, buyers, and other stakeholders to transact 

electronically (Rachmaniah et al., 2020). The chili marketplace application serves as 

a platform for web-based transactions for farmers' and consumers' chili transactions. 

By using digital platforms, farmers can reach more promising consumers, reducing 

supply chain length, generating broader sales, and increasing revenue. Tanihub and 

Sayurbox are samples of implementing agriculture-themed marketplaces in 

Indonesia. Both take advantage of web-based and mobile-based applications for 

buying and selling various kinds of daily fresh vegetable needs. This application is 

included in the business to customer (B2C) category because this application sells its 

products to customers. 

 According to (Achjari, 2000), e-commerce appealing the business world for two 

benefits, i.e., efficiency and effectiveness. Companies can gain efficiencies in 

marketing, labor, and overhead costs. Also, companies can open a virtual shop 24/7 

continuously, and consumers can make transactions regardless of time. Through the 

chili marketplace, chili farmers get the certainty of a stable and competitive market 

price at a reasonable price. So that the welfare of farmers is maintained and the 

government is more accessible in making decisions on determining the standard 

price of national chili. 

2.2 Long Short Term Memory 

In 1997 (Hochreiter & Schmidhuber, 1997) introduced the LSTM algorithm to 

enhance an artificial neural network that can examine long-term data dependencies. 

However, there are differences between LSTM and recurrent neural networks (RNN). 

LSTM learns information to be discarded and stored within the memory cells. Each 

LSTM neuron carries a memory cell and a gate unit;  memory cells store information, 

whereas gate units can manage stored information. 

 The LSTM consists of three vector gate units: forget, input, and output. The 

vector gates recognize the information stored in memory, how long it is stored, and 

when to recognize data patterns. The input gate vector monitors how many input 

vectors are allowed to affect the memory vector. The output gate vector monitors how 

much memory vector is stored in the hidden state (Kalchbrenner et al., 2016). 

 The LSTM method has several parameters determined during the training 

process, including learning rate and epoch. Learning rate is a parameter that 

monitors the magnitude of the weight transformation updated during the training 

process in response to the error value generated during the training process. While 

the epoch indicates the number of times, the algorithm runs for the overall data. The 

form of the LSTM equation (Olah, 2015) comprises equations (1), (2), (3), (4), (5), 

and (6). Figure 2 below shows an example of a typical LSTM architecture.  

𝑓𝑡 =  𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) (1) 

𝑖𝑡 =  𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) (2) 

�̃�𝑡 =  𝑡𝑎𝑛ℎ(𝑊𝑐  . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐) (3) 
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𝑐𝑡 = 𝑓𝑡 ∗ 𝑐𝑡−1 + 𝑖𝑡 ∗  �̃�𝑡 (4) 

𝑜𝑡 =  𝜎(𝑊𝑜 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) (5) 

ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ(𝑐𝑡) (6) 

 

where xt = time t input, ht-1= time t-1 output, ct-1= time t-1 cell state, ft = forget gate, it 

= input gate, 𝑜𝑡= output gate, ℎ𝑡 = hidden state or the combined output vector, 𝑐𝑡= cell 

state, �̃�𝑡 = new value candidate vector, W = weight matrix, b = intercept vector 

parameters, 𝜎 = the value of the sigmoid activation function, dan 𝑡𝑎𝑛ℎ = the value of 

the activation function tanh. 

Figure 2:  An example of an LSTM architecture (Olah 2015) 

2.3 Source of Data  

The secondary data were harvested from the Strategic Food Price Information Center 

(abbreviated PIHPS) website accessed at https://hargapangan.id. PIHPS is a food 

price information system established by Bank Indonesia to disseminate strategic food 

prices to the Indonesian community. This web contains various agricultural 

commodities is presented in daily, weekly, monthly, and graphical reports. The data 

taken through the https://hargapangan.id web page is then entered into a Microsoft 

Excel file and saved in CSV format for data modeling processing with the Python 

3.7.8 programming language. 

 The data obtained is divided into four daily time series data in commodity prices 

for red chili and curly red chili in traditional and modern markets in West Java 

province. The data from 1 January 2018 to 31 October 2021 obtained was 5,600 

observational data. Each dataset of commodity prices for large red chilies and curly 

red chilies in traditional and modern markets totals 1,400 observational data. This 

method of collecting daily price data comes from the recapitulation of the results of 

sampling several business actors based on final prices in several traditional markets 

and modern markets in West Java province. The dataset's attributes for model 

development are depicted in Table 1.  

2.4 Methods of Analysis 

The stages of this research consist of the following stages: data collection, 

preprocessing and data exploration, data sharing, prediction model development 

using LSTM, and model evaluation (Figure 3). Remind that the data separation stage 

make a difference between training and testing data for modeling purposes. 

 Data Collection. The initial step of the research is to collect data from the PIHPS 

website into a Microsoft Excel file and save it in CSV format. Further, Python version 

3.7.8 is used as a programming language to create the LSTM model. 
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Table 1:  List of commodity price dataset attributes for red chili (CMB) and curly red 

chili (CMK) in West Java province for traditional (Pt) and modern (Pm) 

markets 

Commodity Attribute Name Type of Data Description 

CMB DateCMB Datetime, Numeric The date of the price growth 
CMK DateCMK Datetime, Numeric The date of the price growth 
CMB PriceCMBPt Time series, 

Numeric 
Traditional market red chili 
price  

CMK PriceCMKPt Time series, 
Numeric 

Traditional market curly red 
chili price 

CMB PriceCMBPm Time series, 
Numeric 

Modern market red chili 
price  

CMK PriceCMKPm Time series, 
Numeric 

Modern market curly red 
chili price 

 

Figure 3:  Research steps 

 Data Preprocessing and Exploration. At this stage, inspecting we examined 

missing data values, attribute selection, data normalization, data exploration to find 

out the description of data characteristics, and identifying data patterns by looking at 

data visualization plots. The LSTM is sensitive to data scale; hence we used 

normalization steps to avoid data with large values dominating data with small data 

ranges. In this study, min-max normalization used a 0-1 range of values. Equation (7) 

depicted the min-max normalization formula (Yu et al., 2009). 

𝑦𝑖,𝑗 =  
𝑥𝑖,𝑗−𝑚𝑖 𝑛(𝑥 𝑗)

𝑚𝑎𝑥(𝑥 𝑗)−𝑚𝑖 𝑛(𝑥 𝑗)
 (7) 

where 𝑦𝑖,𝑗 = normalization, 𝑥𝑖,𝑗 = data to be normalized, min(𝑥𝑗) = the minimum data 

value, and max(𝑥𝑗) = the maximum data value. 

  

 Data Separation. The researcher divided the data that passed the preprocessing 

and data exploration stages into training and test data. The data sharing undergoes 

experimenting with a combination of percentage values for training and test data. In 

this study, the selection of the percentage value of the training data is 80%, and the 
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test data is 20%. (Jauhari et al., 2016) stated that the test results show that the more 

training data, the more accurate the accuracy. Here, the diversification of data 

variations so that it can recognize various types of data at the time of testing. The 

dataset of the training data was from January 1, 2018, to January 23, 2021. 

Meanwhile, the test data dataset used is from January 24, 2021, to October 31, 2021. 

The LSTM algorithm applied to both the dataset and the training data model was 

further evaluated against the test data model. 

 Prediction Modeling. The modeling applied the LSTM algorithm, and the result 

of this learning process is a model that can predict the red chili and curly red chili 

prices in traditional and modern markets. LSTM will use equations (1), (2), (3), (4), 

(5), and (6) to calculate the vector for each gate unit. The value of xt is input data on 

the price of red chili and curly red chili on the previous day, whose value converts into 

a vector. 

 The initial stage of LSTM modeling is parameter initialization. Here, the 

parameters required are the number of neuron units in the input layer, hidden layer, 

an output layer, batch size, number of epochs, and the optimizer in the form of 

learning rate. The optimizer is one of the parameters required to build the model 

using the Keras package, and the optimizer has an essential role in improving the 

model accuracy. The determination of the initialization in our study is random. 

 LSTM uses two activation functions, i.e., the tanh activation function and the 

sigmoid activation function. The activation function is for generating the output of 

each layer. The activation function tanh will convert a value of x into a range of 

values from -1 to 1. Meanwhile, the sigmoid activation function will convert a value of 

x into a value with a range of 0 to 1. Equations (8) and (9) depicted the formula for 

the activation function of sigmoid and tanh (Karlic & Olgac, 2016). 

𝜎 =  
1

1+ 𝑒−𝑥  (8) 

𝑡𝑎𝑛ℎ(𝑥) = 2𝜎(2𝑥) − 1 (9) 

where x = input data, σ = the value of the sigmoid activation function, tanh = the 

value of the activation function tanh. 

 Model Evaluation. One of the essential steps in building a predictive model is 

the model evaluation process. The evaluation of the model is to check the level of 

goodness of the model formed. In this study, the root mean squared error (RMSE) 

calculation becomes the mechanism for evaluating the model. According to (Wang et 

al., 2011), the RMSE calculation intends to catch how much the generated error from 

a prediction model. The closer the error value is to 0, the better the model made will 

be. Here we used equation (10) to calculate the RMSE value. 

𝑅𝑀𝑆𝐸 =  √
∑ (𝑋𝑖−�̂�𝑖)2𝑛

𝑖 = 1

𝑛
  (10) 

where n = the amount of data, X = actual value, X̂ = predictive value. 

3. Result and Discussion  

3.1 Data Preprocessing 
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Data preprocessing began with checking the missing data values in the dataset using 

the isnull.sum function in Python programming. The isnull.sum function will check the 

data values in all attribute columns in the dataset starting from the date attribute, 

commodity, province, traditional market price (IDR/kg), and modern market price 

(IDR/kg). The dataset of red chili and curly red chili prices in West Java Province 

used in this study contains missing values for two types of attributes. These attributes 

include traditional market prices and modern market price attributes. We interpreted 

the missing value NaN (not a number) in the dataset as not documented data of the 

object observed. Table 2 shows the total number of missing values in two types of 

attributes in the commodity price dataset of red chili and curly red chili out of 1.400 

data each. 

 

Table 2:  Attributes containing missing values in the dataset. 

Dataset Attribute Interval 
Total Missing 
Value 

Missing Value 
Percentage 

Red chili 
price 

Traditional 
market price 

January 2018 -
October 2021 

464 33.1 

Modern 
market price 

January 2018 - 
October 2021 

456 32.5 

Curly red 
chili price 

Traditional 
market price 

January 2018 - 
October 2021 

465 33,2 

Modern 
market price 

January 2018 - 
October 2021 

458 32.7 

Total 1,843 32.9 

 

 Relying upon the missing values in this research is done by replacing the missing 

data values with the average value calculation. The average monthly price value 

accompanies the number of missing data values from January 2018 to October 2021. 

The average monthly price used equation (11). Table 3 shows a sample of the results 

of handling missing values in the dataset in this study. 

�̅� =  
∑ 𝑥𝑖

𝑛
   (11) 

where �̅� = average monthly price (IDR/kg), . ∑ 𝑥𝑖.= sum of price data per month, n = 

number of price data per month. 

3.2 Attribute Selection and Data Normalization 

After examining the missing data, we conducted the attribute selection process and 

data normalization. At the attribute selection stage, we selected the required 

attributes to build a predictive model of all the attributes in the dataset. We omitted 

commodity and province attributes of the five attributes contained in the red chili and 

curly red chili commodity price dataset. 

 The data values for the price attributes of traditional and modern markets for red 

chili and curly red chili commodity datasets normalized into the data scale. The data 

rescaling overcomes the constraint of the sigmoid activation function in the LSTM 

cell, which is sensitive to significant numbers changes. It also avoids problems 

occurring in the learning process (using data training) required for forming predictive 
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models (Zaytar & El Amrani, 2016). The normalization process employed the scikit-

learn library and MinMaxScaler normalization. Min-max normalization changes the 

size of the data from the original range so that all values are in the value range 0 to 1. 

Normalizing the data will help speed up the learning process in machine learning 

(Ambarwari et al., 2020). The use of the proper data scaling method can optimize the 

performance of the LSTM algorithm. Table 4 depicts the normalization results. 

 

Table 3: Sample of data preprocessing results for the commodity price dataset 
of large red chili (CMB) and curly red chili (CMK) in West Java 

Attribute Year Month 
PriceCMB results 
(IDR/kg) 

PriceCMK results 
(IDR/kg) 

Traditional 
market price 

2018 January 40.335 37.750 
2018 February 44.142 40.460 
2018 March 44.473 43.588 
2018 April  47.723 38.759 
2018 May 37.902 32.375 
2018 June 44.652 34.735 

Modern market 
price 

2019 January 59.225 56.190 

2019 February 53.713 49.318 

2019 Mach 51.170 47.730 

2019 April  50.842 47.722 

2019 May 61.152 53.161 

2019 June 74.097 62.055 

  

Table 4: Example of data before and after normalization on the attributes of 
traditional and modern markets prices 

Dataset Date 
Traditional Market Modern Market 

Before  After  Before  After  

Red chili 
Price 

2018-01-01 40.335 0,29942997 52.911 0,19870915 
2018-01-02 41.400 0,31677524 53.750 0,21241830 
2018-01-03 41.850 0,32410423 53.750 0,21241830 
2018-01-04 40.200 0,29723127 53.750 0,21241830 
2018-01-05 39.200 0,28094463 52.911 0,19870915 

Curly red 
chili Price 

2018-01-01 37.750 0,29621036 59.600 0,37424893 
2018-01-02 36.450 0,27610209 59.600 0,37424893 
2018-01-03 36.250 0,27300851 58.650 0,35793991 
2018-01-04 35.900 0,26759474 58.650 0,35793991 
2018-01-05 35.650 0,26372776 58.650 0,35793991 

3.3 Data Exploration 

Data exploration aimed to detect the description and identify the characteristics of the 

data presented in a daily period of 5.600 observational data—the description of the 

data characteristics applied via descriptive statistics of each attribute used in the 

dataset. Table 5 shows the descriptive statistical values of each attribute, starting 

from the average value, standard deviation, minimum and maximum values. In 

addition, we conducted data exploration using graphics of the time series data of red 
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chili and curly red chili prices in traditional and modern markets to see data 

fluctuations. 

 Standard deviation is an index of variability of a distribution whose value will 

increase if the distribution is more diverse and varied. If the data spread is extensive 

to the average value, the standard deviation value will be significant, but if the data 

spread is minimal to the average value, the standard deviation value will be small 

(Yusniyanti & Kurniati, 2017). n addition, to see fluctuations in the data, we used daily 

time-series data graphics on red chili and curly red chili prices in traditional and 

modern markets in West Java province. The x-axis shows the data period, and the y-

axis shows the price of red chili in kilograms. Figure 4(a) portrays fluctuations in red 

chili prices in the West Java traditional market. Data from January 2018 to October 

2021 show a very fluctuating price pattern, with the standard deviation value for the 

attribute price of red chili in traditional markets being 12.3170. Figure 4(b) shows 

daily fluctuations in curly red chili prices in the West Java traditional market from 

January 2018 to October 2021 also has a wildly fluctuating pattern, with the standard 

deviation value for curly red chili price in the traditional market at 12.7354. 

  

Table 5:  Descriptive statistics of red chili and curly red chili price data  

Dataset Atribut 
Minimum 
price 
(IDR/kg) 

Maximum 
price 
(IDR/kg) 

Average 
price 
(IDR/kg) 

Standard 
Deviation 

Red chili Traditional 
market price 

21.950 83.350 39.564 12,3170 

Modern market 
price 

40.750 101.950 69.110 15,1091 

Curly red 
chili 

Traditional 
market price 

18.600 83.250 36.786 12,7354 

Modern market 
price 

37.800 96.050 63.246 14,9027 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: The results of daily price exploration in traditional markets of (a) red chili 
and (b) curly red chili in West Java province for the period of January 2018 
- October 2021 

 

 In Figure 5(a), daily red chili price fluctuations in the West Java modern market 

from January 2018 to October 2021 show volatile conditions. Following the data 

(a) Red Chili (b) Curly Red Chili 
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characteristics' description, the standard deviation value for the red chili price 

attribute in the modern market is 15.1091. Figure 5(b) shows a time series plot of the 

daily price growth of curly red chili in the West Java modern market from January 

2018 to October 2021. The plot shows a somewhat volatile price pattern, as is the 

trend of red chili prices in the modern market. Based on the description of the data 

characteristics, the standard deviation value for the price attribute of curly red chili in 

the West Java modern market is 14.9027. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: The results of daily price exploration in modern markets of (a) red chili and 
(b) curly red chili in West Java province for the period of January 2018 - 
October 2021 

3.4 Prediction Modeling with LSTM 

We divided the normalized data into 80% of training and 20% of test data in this 

stage. Our model uses the LSTM method utilizing the Keras version 2.3 library 

package in Python programming. The initial stage of data training is the initialization 

of parameters used in the LSTM architecture, such as the size of neuron units within 

the input layer, hidden layer, output layer, learning rate, and epochs. Table 6 shows 

the LSTM network architecture for the prediction model for red chili and curly red chili 

prices in this study. This study uses one LSTM layer with 32, 48, and 64 neurons and 

one Dense layer. The activation function used in the LSTM layer is relu. The 

optimizer used in the LSTM architecture is adaptive moment estimation (Adam), and 

the batch size used is 16. In this study, we use different layers and number of neuron 

units aiming to see the difference in the predicted value generated. Our approach 

uses (Zhao et al., 2017) study to determine the most optimal architecture for the 

study. (Zhao et al., 2017) stated that the arrangement of the number of networks and 

layers determines optimal architecture for predictive analysis. 

 

 

 

 

 

 

 

Table 6:  LSTM architecture of red chili and curly red chili price model 

Characteristic Specification 

(a) Red Chili (b) CurlyRed Chili 
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Architecture 1 LSTM layer with 32, 48, 64 unit of neuron; 1 Dense 

layer 

Activation function Relu 

Optimizer Adam 

Batch size 16 

 

 The learning rate value of the big and curly red chili price prediction model in 

traditional markets, the values tested are 0.0001, 0.00025, 0.0005, and 0.00075. 

Meanwhile, for the learning rate value of the big and curly red chili price prediction 

model in the modern market, the values tested are 0.001, 0.0025, 0.005, and 0.0075. 

The learning rate value chose based on the value that the parameters had tested by 

(Shiddiq et al., 2020) related to the temporal prediction model of CO and CO2 

pollutants employing LSTM. We expected the values tested to affect the 

effectiveness and convergence of this study's LSTM algorithm training process. 

3.5 LSTM Prediction Results 

 The data that has gone through the normalization stage is further separated into 

80% training data and 20% test data. The dataset used to build the prediction model 

is red chili and curly red chili price data in the province of West Java. The model used 

the LSTM method in the Keras version 2.3 library package (Figure 6). Whereas 

Figure 7 shows the source code and libraries used in building prediction models 

using LSTM. We created the price prediction model for big red chili and curly red chili 

separately. 

Figure 6:  Segment of Phyton program for libraries and packages utilizing Keras 

version 2.3 

 

 The period of predictions from January 2018 to October 2021 pursues the 

training and test data percentage. Figures 8-11 show the comparison between the 

training data prediction value (red line), the red chili price data actual value (blue 

line), and the predicted value of the test data (green line) using the LSTM. In the 

graphic visualization, the prediction results using the said LSTM architecture can 

generate almost the same trendline pattern as the actual price data for red chili and 
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curly red chili in 2021. It reveals that the prediction results almost aligned with the 

pattern constructed from the training dataset and the patterns of events over time. 

Figure 7: Segment program for source code and libraries used in building prediction 

models using LSTM 

Figure 8: Plot red chili prices in traditional markets (a) using a neuron value of 64, 

epoch 100, and a learning rate of 0.0005; (b) prediction after applying the 

resulted LSTM model for the period up to November 30, 2021 

 

 Figure 8(a) depicts a plot of the prediction of the red chili price in the West Java 

traditional market using the LSTM model employing several parameter experiments. 

These parameters include the number of neuron units, the number of epochs, and 

the learning rate value. It shows that the prediction results on the test data followed 

the movement of the actual data well. In addition, the prediction results on the training 

data also show an increase and decrease in prices in July 2019 and February 2020 

(Figure 8(b)). Other prediction results on the training data can follow graphic patterns 

so that this model can follow trend changes in the data well. Based on the prediction 

results for the next 30 days from November 1, 2021, to November 30, 2021, the price 

of large red chilies will increase by IDR 35,000 – IDR 79,400 per kilogram. 

(a) 
(b) 
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 Figure 9(a) shows that the predictive value of curly red chili prices in traditional 

markets has decreased during the September 2019 period. Although it has not yet 

reached the actual data value, the prediction results for that period are good because 

they can predict the possibility of an increase or decrease in entirely different data. 

Based on the prediction results on the test data, this model can also follow the trend 

very well. The trend in the predicted data looks fluctuating and stable following the 

trend conditions in the actual data. Based on the prediction results for the next 30 

days from November 1, 2021, to November 30, 2021, the price of curly red chili will 

increase by IDR 33,000 – IDR 91,300 per kilogram (Figure 9(b)). 

Figure 9: Plot of curly red chili prices in traditional markets (a) using a neuron value 

of 48, epoch 100, and a learning rate of 0.00075; (b) prediction after 

applying the resulted LSTM model for the period up to November 30, 2021 

 

 Figure 10(a) is a graphical visualization of the prediction results of red chili 

prices in the West Java modern market using the LSTM model with different 

parameter experiments. A different value is the learning rate value used in the price 

attribute in the modern market. The prediction results show a predictive value for the 

price of red chili in the modern market, which decreased in February 2020. Based on 

the prediction results obtained, the price of red chili during that period did not 

penetrate the IDR 100,000 per kilogram. For the prediction results of the test data, it 

appears that the model aligns with the actual data movement very well so that it 

produces a minimum error value in the learning rate value experiment of 0.005. 

Based on the prediction results for the next 30 days, from November 1, 2021, to 

November 30, 2021, the price of large red chilies will increase by IDR 49,565 – IDR 

76,500 per kilogram (Figure 10(b)). 

(a) (b) 

(a) (b) 
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Figure 10: Plot of red chili prices in modern markets (a) using a neuron value of 48, 

epoch 100, and a learning rate of 0,005; (b) prediction after applying the 

resulted LSTM model for the period up to November 30, 2021 

 

 Finally, Figure 11(a) shows that the prediction results of curly red chili prices in 

the modern market experienced a price decline between September 2019 and 

February 2020. The prediction results in price declines during this period showed that 

curly red chili price did not penetrate the maximum price per kilogram based on the 

descriptive statistical values obtained. The resulting prediction follows the pattern 

formed from the training data in the next period. Hence, the resulting prediction on 

the test data can also align with the actual data values. This LSTM model also goes 

through several parameters different from the parameters used for price attributes in 

traditional markets. The best parameter model obtained is in the experiment the 

learning rate value of 0.001. Based on the prediction results for the next 30 days, 

from November 1, 2021, to November 30, 2021, the price of curly red chili will 

experience a price decline of IDR 48,520 – IDR 30,690 per kilogram (Figure 11(b)). 

 

Figure 11:  Plot of curly red chili prices in modern markets (a) using a neuron value 

of 32, epoch 100, and a learning rate 0,001; (b) prediction after applying 

the resulted LSTM model for the period up to November 30, 2021 

3.6 Evaluation of Predicted Result Model 

At this stage, the evaluation of the model aimed to see the level of goodness of the 

model formed. The evaluation calculated the root mean squared error (RMSE) value. 

The smallest RMSE values obtained in modeling predictions of red chili and curly red 

chili prices in traditional markets are 2.57% and 2.07%, respectively. Meanwhile, the 

smallest RMSE value obtained in modeling the prediction of red and curly red chili 

prices in the modern market is 2.11% and 2.17%, respectively. The essence of the 

RMSE value can define the best model advancement because it indicates the actual 

error (Chai & Draxler, 2014). Therefore the smaller the resulting RMSE value, it 

indicates that the variation in the value produced by a model is close to the variation 

in the actual value. 

 The percentage of error values generated in this study resulted in a smaller error 

value than in previous studies related to the prediction modeling of chili commodity 

(a) (b) 
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prices in Indonesia. Research by (Wulandari et al., 2017) discusses regression spline 

analysis to estimate chili prices in Jakarta, producing the best error value of 9.57%. 

Another study by (Bagus Adiatmaja et al., 2019) examines the price forecasting for 

red chilies in the East Java region using the extreme learning machine (ELM) 

method. In this study, the best error value was 3.23%. Therefore, the LSTM method 

successfully and much more satisfactory forms a prediction model for chili prices in 

Indonesia, especially in the West Java region. 

4. Conclusion and Recommendation  

The prediction model for red chili and curly red chili using LSTM has been 

successfully established and considered representative to predict prices in traditional 

and modern markets in West Java province. The trend of increase and decrease in 

the red chili and curly red chili price with the prediction results formed using the LSTM 

method aligned with the trend of the actual value, resulting in a lower error value than 

the previous research method. This prediction model can provide information about 

the increase and decrease in the price of red chili and curly red chili in West Java 

Province. Therefore, the information might help the government, producers, business 

actors, and consumers to anticipate the impact of price fluctuations on daily, weekly, 

or monthly periods. Suggestions for further research are to continue researching the 

prediction of commodity prices for red chili and curly red chili using price data in 

producer centers and price data of wholesalers in West Java Province. We also 

recommended using data sharing through cross-validation for further research on 

time series data. In addition, we recommend a simultaneous equations system for red 

chili, curly red chili, and red cayenne pepper. 
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