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Abstract - Classical regression analysis is a statistical technique for modeling, forecasting and investigating the relationship between 

response variable and explanatory variables. However, there are model adequacy must be checked on residual model i .e. 

autocorrelation. The autocorrelation problem can be solved by modeling the residual of regression model into model that  specifically 

incorporates the autocorrelation structure. Autocorrelation can be caused by residual of regression model increasing over time. The 

time series regression model is one of the analyzes used to accommodate the model residual which increasing over time. This study 

used data on the broad proportion of rice blast (Pyricularia grisea) attacks. The purpose of this study is to forecast the broad proportion 

of rice blast attacks used classical regression model and time series regression model. Evaluate forecast values used mean absolute 

percentage error (MAPE). The comparison results showed that the forecast of time series regression model better than classical 

regression model.  
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1. Introduction 
 

orecasting the broad proportion of plant disease 

attacks is very important problem. Considering the 

impact is the decrease in the quantity and quality of 

the rice plant production. There are three main 

factors that can cause plant diseases: (1) host plant 

in a vulnerable state, (2) virulent pathogens (high 

infection power) with sufficient quantities, and (3) 

supportive environment. Environmental factors on plant 

diseases divided into physical environment (abiotic) e.g. 

rain, temperature, humidity, light and wind and the biotic 

environment e.g. natural enemies and organisms 

competitors. [1] 

 

Blast (Pyricularia grisea) disease is caused by Pyricularia 

grisea fungus. Blast disease becomes an important issue 

in Indonesia. The rapid development of the Pyricularia 

grisea and the changing of populations become an 

obstacle in controlling blast disease. Blast disease is able 

to break the resistance of varieties quickly, so that the 

superior varieties resistant of Blast disease will turn into  

 

sensitive after extensive planting for 2-3 consecutive 

planting seasons [2]. One of the causes of blast disease is 

the physical environment factor i.e. climate factor. For 

example, the role of wind velocity is essential for the 

release of spores or the intensity of light that affects the 

penetration process of infection [3]. 

 

Classical regression analysis is a statistical technique for 

modeling, forecasting and investigating the relationship 

between response variables and explanatory variables. 

However, there are model adequacy must be checked on 

residual model i.e. normality, constant variance and 

autocorrelation. The assumption problems of normality 

and constant variance problems can be solved by 

transformation. The autocorrelation problem can be 

solved by modeling the residual of regression model into 

model that specifically incorporates the autocorrelation 

structure [4]. Autocorrelation can be caused by residual of 

regression model increasing over time. The time series 

regression model is one of the analyzes used to 

accommodate the model residual which increasing over 

time by performed time series model on residual of 

regression model [5]. Therefore, the purpose of this study 

is to forecast the broad proportion of rice blast attacks in 

F 
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Indonesia using the classical regression model and time 

series regression model. 

 

2. Time series regression model 
 

The time series regression model is one of the analyzes 

used to accommodate the model residual which increasing 

over time by performed time series model on residual of 

regression model. For example, given the linear 

regression model with the residual of model follows 

Autoregressive (1). 

 

ttt xy   10  

ttt w 1  (1) 

 

where ty and tx  are the observations on the response and 

predictor variables at time period t, t is the error term in 

model at time period t, t is an IIDN (0, 2
w ) , 0 is an 

intercept, 1  is a slope and   is parameter that defines 

the relationship between successive values of the model 

errors t and 1t . [5]  

 

3. Materials and Methods 
 

3.1 Materials 

The data used in this study is the broad proportion of rice 

blast attacks, flood and drought with rice planting area 

obtained from the Director General of Food Crops. The 

explanatory variables used are physical environmental 

factors (climate factors) sourced from the Meteorological, 

Climatological and Geophysical Agency. The time period 

of data is the monthly period from January 2010 - 

December 2016. Data divided into two parts, namely 

January 2010 - December 2015 as training data and 

January 2016 - December 2016 as testing data. This study 

used variables given as follows.  

Table 1: Variables used in this study  

Variables Description 

Y Broad proportion of rice blast attacks 

X1 Humidity (%) 

X2 Average temperature (°C) 

X3 Average wind velocity (knot) 

X4 Length exposed to light (hours) 

X5 Minimum temperature (°C) 

X6 Maximum temperature (°C) 

X7 Broad proportion of floods 

X8 Broad proportion of drought 

 

3.2 Methods 
 

The method of analysis in this study divided into several 

steps given as follows: 

 

1. Exploration of data by plot to see pattern of broad 

proportion of rice blast attacks. 

2. Divided data into training data to do modeling 

while evaluation of forecast results used testing 

data. 

3. Performed classical regression analysis and 

assumption test of regression model. 

4. Predict and forecast for the next 12 months and 

evaluate the forecast by using Eq. (2) [4]. 
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5. Conducted modeling and forecasting time series 

regression model. The steps to do the modeling are 

as follows : 

 

a. Identify stationary assumption on variance 

using Bartlett test. If the stationary 

assumptions on variance was not satisfied then 

performed a logit transformation [6].  


















t

t
t

y

y
y

1
 ln  (3) 

b. Identify stationary assumption on mean with 

Augmented Dickey-Fuller (ADF) test. If the 

assumption is not satisfied then performed 

differencing (d and D). 

c. Conducted regression modeling using response 

variables (Y) and explanatory variables (X) in 

Table 1 with residual of model follow ARIMA 

(2, d, 0) for non-seasonal data and SARIMA 

(2, d, 0) (1, D, 0)m for seasonal data. 

d. Performed ARIMA or SARIMA modeling on 

the residuals of the regression model. The 

steps given as follows : 

 

i. Specified the initial model based on the 

smallest Akaike’s Information Criterion 

Bias Corrected (AICc) values of the model: 
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 Non-seasonal data : ARIMA (2,d,2), 

ARIMA (0,d,0), ARIMA (1,d,0) and 

ARIMA (0,d,1).  

 Seasonal data : SARIMA (2,d,2) 

(1,D,1)m, SARIMA (0,d,0) (0,D,0)m, 

SARIMA (1,d,0) (1,D,0)m and SARIMA 

(0,d,1) (0,D,1)m. 

 

ii. Determined the new model based on the 

smallest AICc value by performed 

simulation on the initial model order. 

 Simulation 1: added one of the order 

p,q,P and Q with ± 1. 

 Simulation 2: added  p and q order with 

± 1. 

 Simulation 3: added P and Q order with 

± 1. 

 Simulation 4: with and without 

constant. 

 

iii. Repeat point (ii) on the new model. This 

process stops if the new model obtained has 

an AICc value greater than the previous 

new model. 

 

e. Conducted back regression modeling with 

residual of model follow the order of ARIMA 

or SARIMA model from point d. 

 

f. Checked the residual assumption of model and 

performed evaluation of prediction results of 

broad proportion of rice blast attacks in 2010-

2015 with training data using MAPE. 

 

g. Perform forecasting for the next 12 months 

and evaluate forecasting results with testing 

data using MAPE. 

 

6. The best model determined by the smallest MAPE 

value on the predictions and forecasts of the 

classical regression model and the time series 

regression model. 
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Fig. 1 Broad proportion of rice blast attacks 

The largest broad proportions of rice blast attacks are 

always occurring at the beginning of the year (February) 

and mid-year (July-August) as shown in Fig. 1. The 

similarity of patterns over a period of time suggests that 

the broad proportion of attacks follows a seasonal pattern. 

Fig. 1 also shows that there are highly enough proportion 

of attacks at a certain time (outliers). The highly enough 

proportion of attacks make the precision of the prediction 

decreases so that transformation data performed to solved 

this problem. 

4.2 Classical regression model  

Forecasting the broad proportion of rice blast attacks 

performed using a classical regression model. Modeling is 

done on training data of 2010-2015 using physical 

environment factor (X) by performing logit 

transformation on response variable (Y) as shown in 

Table 1. The structure model of broad proportion of rice 

blast attacks is given as follows. 
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(4) 

 

The coefficient of model can be interpreted as how much 

linear relationship of physical environmental factors to 

the ratio of the proportion of attack area and the 

proportion of area not affected. For example, the 

interpretation of the physical environmental factors of 

length exposed to light (X4). if the length of exposed to 

light increases by one hour and other physical 

environmental factors is assumed constant then the ratio 

of the proportion of rice blast attack area and the 

proportion of area not affected increases by exp (0.382) = 

4. Results 
 

4.1 Data Exploration 
 

The data exploration conducted using plot of data to 

obtain an overview of the pattern of broad proportion of 

rice blast attacks in 2010-2016 as shown in Fig. 1. 
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1.465 times. The evaluation of residual assumptions is 

shown in Table 2.  

Table 2: Model adequacy checking for classical regression model 

Assumptions Tests Description 

Autocorrelation Durbin Watson Positively autocorrelated 

Normality Shapiro Wilks Normal 

Constant variance Breusch Pagan Constant variance 

 

Table 2 shows that there is autocorrelation problem on 

residual of model. Autocorrelation on residual of model 

causes the estimation of regression coefficients to be 

inefficient, thus potentially reducing the precision of 

prediction and forecast [4].  

 

Prediction and forecast of the broad proportion of rice 

blast attacks are shown in Fig. 2. Figure 2 shows that the 

prediction in 2010-2015 and the forecast in 2016 of the 

broad proportion of rice blast attacks generally follows 

pattern of observation data with lower values than 

observation data.  

 

This shows that prediction and forecast obtained only 

serve as an indicator of the arrival of blast disease 

population causing attacks on rice commodities so that, 

predictions and forecast can’t explain the actual value of 

broad proportion of rice blast 

attack.
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Fig. 2 Observation data of broad proportion of rice blast attack with the  

results of prediction and forecast using classical regression model 

Evaluation of prediction results using training data and 

prediction results using testing data. MAPE values for 

each prediction and forecast were 60,819% and 51.2%. 

This shows that the average percentage of prediction and 

forecast errors compared to the actual value are 60,819% 

and 51.2%  so that the prediction and forecast results is 

still not good enough. 

4.3 Time series regression model 

The time series regression model performed on the 

training data by using physical environment factor (X) by 

performing logit transformation on the response variable 

(Y) as shown in Table 1. The model structure obtained is 

the regression model with residual of model follows 

SARIMA (0,1,2) (0,1,1)12. 
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(5) 

 

The coefficients model can be interpreted as how much 

linear relationship of physical environmental factors to 

the ratio of the proportion of attack area and the 

proportion of area not affected.  

 

For example, the interpretation of the physical 

environmental factors of average wind velocity (X3). if the 

average wind speed increased by one knot and other 

physical environmental factors influences is assumed 

constant then  the ratio of the proportion of attack area 

and the broad proportion of not affected increases exp(-

0.711) = 0.491 times. Model evaluation is shown in Table 

3. 

Table 3: Model adequacy checking for time series regression model   

Assumptions Tests Description 

Autocorrelation Ljung-Box Negatively autocorrelated 

Normality Shapiro Wilks Normal 

Constant variance McLeod-Li Constant variance 

 

 

Table 3 shows that no model assumptions are violated so 

as to predict the broad proportion of rice blast attacks in 

2010-2015 and forecasting in 2016 as shown in Figure 3. 

Predicted results evaluation is done using training data 

and forecast results using data testing. 
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Fig. 3 Observation data of broad proportion of rice blast attack with the  

results of prediction and forecast using time series regression  

Figure 3 shows that the prediction and forecast of broad 

proportion of rice blast attack generally follows pattern of 

observation data. The prediction and forecast value is not 

significantly different from the observation data. This 

shows that predictions and forecast obtained not only 

serve as indicators of the arrival of blast disease 

population causing attacks on rice commodities but 

predictions and forecast can also explain the actual value 

of broad proportion of rice blast attack. 

 

Evaluation of predicted results is done using training data 

and forecast results using testing data. The MAPE value 

for each prediction and forecast is 21.242% and 24.533%. 

This shows that the average percentage of predictions and 

forecast of error compared with the actual value are 

21.242% and 24.533% so that the prediction and forecast 

results looks good. 

4.4 The best model 

The best model determined using MAPE value 

comparison. The MAPE value comparison performed to 

find out the best model based on prediction and forecast 

obtained as shown in Table 4. 

Table 4: MAPE value comparison 

Model Prediction (%) Forecast (%) 

Classical regression 60.819 51.2 

Time series regression 21.242 24.533 

 

Table 4 shows that prediction and forecast in the time 

series regression model are better than the classical 

regression models. The results of the prediction 

evaluation that is not significantly different from the 

forecast evaluation indicates that the model obtained is 

good enough in doing the forecasting. In addition to 

predictive values and better forecasts, the estimation of 

regression coefficients is more efficient because no 

assumptions are violated. 

 

5. Conclusions 
 

Forecasting using the time series regression model is 

better than the classical regression model with the average 

percentage of forecast error compared to the actual value 

are 24.533%. The results of the forecast obtained not only 

serve as an indicator of the arrival of blast disease 

population causing attacks on rice commodities but the 

forecast can also explain the actual value of broad 

proportion of rice blast attack. 
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